significance:  is a term used when the difference between two groups is large enough to be statistically accepted. For example if you compare two groups and get a p value ( .05 then the difference between those two groups is said to be statistically significant.

t-test:  is a test for significance. We use a t-test to see if there is a significant difference between only two groups. For example, in our office arrangement problem we used a t-test to compare individual office arrangement types (A and B, A and C, etc...)

ANOVA(Analysis of Variance): 

There are two types:

· A one-way ANOVA (also called a single-factor ANOVA) compares the means of three or more groups within a single Factor. In the office arrangement example problem we had two factors (office arrangement type & company size) with four groups within the office arrangement type factor (control, type A, type B, and type C) and two groups within the company size factor (< 1,000 workers & > 1,001 workers). 

· A two-way ANOVA does the same thing as a one-way ANOVA except that it allows you to compare two or more groups across two factors.


for example: we could compare all the arrangement types'(A, B, C, Control) 

           posttest scores for both levels of companies at the same time. This is only useful 

           for saving time though if we find no significant difference.

Chi Squared test:  is another test for significance. However, unlike the t-test and ANOVA test, it is used when you are dealing with frequencies.

frequency:  is simply counting how many times something occurs.


for example: how many times a dog scratches its fleas in an hour.

univariate analysis: measure how people/items vary on only one factor.


for example: how people vary with regards to eye color. There could be 4 or 5

                                  different types of eye color (brown, blue, green, hazel,...) but still

                                  a single factor (eye color)

bivariate analysis: measure how people/items vary on two factors.


for example: how people vary with regards to eye color and gender. There could 

                                 be 4 or 5 different types of eye color (brown, blue, green, hazel,...)

                                 but still a single factor (eye color). Likewise, gender includes two 

                                 different types (male and female) but still it's a single factor.

When dealing with the Null Hypothesis we have the possibility of making two different types of errors:

· Type One error: is when we have probably bad results (p value greater than .05) 

                       but  do reject the Null Hypothesis. We accept our hypothesis anyway   

                       and then generalize from our results.

· Type Two error: is when we have probably good results (p value less than .05)  

                       but  don't reject the Null Hypothesis. We don't accept our hypothesis        

                       and then fail to generalize from our probably good results.

Pearson's Correlation Coefficient: (r) measures the degree to which two sets of values(scores) are related to each other. Recall our GRE and GPA example. If we get a Pearson's r between .60 and 1.0 we can usually say there is a good positive relationship between the two values you are comparing.

bias: as it concerns sampling, is not giving every member of your population an equal opportunity of participating in your study. In a more general sense bias is not giving every possibility an equal chance of being accepted.

